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Executive Summary

Information technology transfer is increasingly a crucial 
element of development and humanitarian aid initiatives. 
Social protection programmes are incorporating digitised 
Management Information Systems and electronic transfers, 
registration and electoral systems are deploying biometric 
technologies, the proliferation of mobile phones is facilitating 
access to increased amounts of data, and technologies are 
being transferred to support security and rule of law efforts.  
 
Many of these programmes and technologies involve the 
surveillance of individuals, groups, and entire populations. 
The collection and use of personal information in these 
development and aid initiatives is without precedent, and 
subject to few legal safeguards. In this report we show that as 
development and humanitarian donors and agencies rush to 
adopt new technologies that facilitate surveillance, they may 
be creating and supporting systems that pose serious threats 
to individuals’ human rights, particularly their right to privacy.
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Introduction

It is hard to imagine a current public policy arena that does 
not incorporate new technologies in some way, whether in the  
planning, development, deployment, or evaluation phases. 
New technologies are enabling the creation of new forms and  
high quantities of data that can inform policy-making processes,  
improving the effectiveness and efficiency of public policy and  
administration. Water management, for example, now employs  
measurement and metering techniques; tax administration 
increasingly involves outsourcing of contracts to the private 
sector, and the use of data mining techniques for analysis; 
healthcare now involves advanced diagnostic technologies 
and distributed computing. 

Today, advanced data analysis technologies and techniques 
inform and underpin sustainable policy related to transport, 
health, infrastructure and other public services. Frequently, this 
data includes vast amounts of personal information of citizens, 
and, increasingly, non-citizens. Generating and analysing such 
data creates new and potentially malevolent opportunities for 
surveillance – the use of personal data to influence, manage,02  
direct or protect those whose data have been garnered03 – by 
public and private entities. As a result, in Europe and North 
America, and increasingly globally, there is a trend towards 
the establishment of legal frameworks to govern how personal 
information is managed and to ensure that individuals’ rights  
are protected.

It is possible to see surveillance as a necessity in modern societies.  
Over the years leading social thinkers have conceptualised 
surveillance in numerous beneficial ways:04 as progress towards 
efficient administration, a benefit for the development of Western 
capitalism, essential to the modern nation-state, and even a 
power generator in itself.05 Yet surveillance that is unconstrained 
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by legal frameworks, human rights protections and the rule of  
law has the potential to jeopardise individuals’ rights to privacy, 
free expression, association, assembly and political participation.  
As such, in developed countries, the introduction of new 
technologies that have the potential to facilitate surveillance  
has traditionally been accompanied by public resistance, critique  
and oversight. 

In developing countries, however, new technologies and 
techniques are being deployed with a considerably less critical 
eye. Analysis of the potential adverse implications of the use 
personal information is often completely neglected in public 
administration in developing countries, and governance measures 
to ensure protection of personal information are often non-
existent.06 Emerging economies and developing nations across 
Africa, Asia and Latin America are seeing the rapid deployment 
of technologies that many more developed countries are hesitant 
to use, such as national identity registries using biometric 
technologies,07 and e-health systems08 with national registries of 
sensitive personal information, in the absence of legal safeguards 
and, indeed, critical analysis. Security techniques, technologies, 
and programmes are also being transferred to developing 
countries prior to the establishment of the necessary democratic 
and legal safeguards.

The amount of attention devoted to privacy and personal 
information issues in developing countries is growing. This is in 
part due to the increased use of technologies by governments and 
other institutions, but it also reflects the greater use of technology 
by citizens. Modern technologies can facilitate the surveillance 
of nearly every interaction done by individuals in their homes, on 
the streets, as they travel, over telecommunications networks and 
the internet. Registration of populations creates a single store of 
identity that can be used for many purposes, including to track 
individuals’ use of services and interactions with the state and 
private sector in ways previously unforeseen, and unimagined 
by the registration systems themselves. Interfering with privacy 
allows for control to be exerted on individuals, inhibiting their 
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autonomy. In the public sphere this could result in undue attention 
to specific individuals and groups, and this focus turns frequently 
to government critics, opposition groups and parties, journalists, 
and human rights defenders. Abuse could be less intentional, but 
equally destructive, where creating data stores allows accidental 
disclosures that place individuals at risk of fraud by malicious third 
parties. Data collected about individuals for one purpose can  
be used for other purposes, including monitoring individuals and  
groups, creating profiles of their activities, predicting their activities, 
and discriminating against them. 

New technologies hold great potential for the developing world, 
and countless development scholars and practitioners have sung 
the praise of technology in accelerating development, reducing 
poverty, spurring innovation and improving accountability and  
transparency.09 Indeed, the ICT4D (information and communications 
technologies for development) movement has come to dominate 
the discourse on technology and development, and is at the 
centre of discussions about the post-2015 development and 
humanitarian agendas. This is, of course, with some good cause – 
new technologies present countless opportunities for expression, 
connectivity and empowerment. Developing countries lack the 
legacy systems and infrastructure long present in the developed 
world, and proponents of the deployment of new technologies in 
development argue that this facilitates the positive ‘leapfrogging’ 
effect. Why should, after all, a developing country deploy paper  
ID cards when it can use biometrics to secure the process of 
issuing identity and delivering public services? Similarly, why 
manage borders by merely checking people and their possessions 
when we can search through travel histories and other profiles? 
After all, developing countries also often face a complex 
concoction of political instability, rapid population growth, and 
inequality that raises the stakes when it comes to public service 
delivery or border management. 

The problem, as this report will identify, is that there is a 
systematic failure to critically contemplate the potential ill effects 
of deploying technologies in development and humanitarian 
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initiatives, and in turn, to consider the legal and technical 
safeguards required in order to uphold the rights of individuals 
living in the developing world.

As privacy rises on the policy agendas of countries across the 
world, the contrasting approaches to new technologies in the 
developed and developing worlds has become increasingly stark. 
Many of the technologies embraced as being key to effective 
and sustainable development by the development community10 
have been the subject of extensive debate in advanced Western 
democracies in recent years. Identity systems and databases that 
collect biometric information including fingerprints, facial scans, 
iris information and even DNA, and other expansive registration 
systems have been proposed, resisted, and sometimes rejected 
in various countries. In the United Kingdom significant political 
concern and scrutiny led to the reversal and destruction of 
the National Identity Register and ID card with the Minister in 
charge of its destruction calling it “intrusive and expensive” and 
articulating concerns about “fantastic claims about supposed 
benefits”.11 Israel saw significant debate around its proposed 
smart ID and biometric database, with the High Court calling 
a pilot program extreme and harmful.12 The German parliament 
decided to deploy next generation passports using biometrics 
but explicitly excluded the storing of biometrics on a centralized 
database because of privacy concerns. South Korea’s policy of 
requiring real-names to access communications was rejected 
by the Constitutional Court because it undermined democracy.13 
National health and genetic databases14 and other national 
registers have been called into question,15 data deleted,16  
and on occasion dismantled17 because of privacy and human 
rights concerns.  
 
Systems that track individuals at borders and profile movements 
have been called into question in Canada,18 the US19 and Europe,20 
resulting in systems being abandoned,21 and safeguards being 
applied. Recent revelations by US National Security Agency 
whistleblower Edward Snowden of extensive and indiscriminate 
communications surveillance systems in the US and abroad have 
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resulted considerable public outcry in the United States, Europe 
and elsewhere, resulting in action by the European Union,22 United 
Nation bodies 23 and civil society groups.24

When surveillance technologies are proposed by policy makers  
in Western democratic states, at least two debates emerge.  
The first focuses on human rights, civil liberties and the rule of law. 
The second interrogates the value of a system, its impact, and the 
calculable costs against perceived benefits. Social institutions, 
civil society, regulators, interest groups, government auditors, 
opposition parliamentarians, scientists and technologists are able 
to interrogate each other’s claimed understanding of the problem, 
statements regarding the effectiveness of the technological 
choices, and whether other solutions are possible with lesser 
costs. Increasingly, these debates are intertwined. Discussions 
around the US initiative to enhance security of driving licenses, 
under the REAL ID Act, led to debates over civil liberties and 
constitutionality as much as to debates over the size of the costs 
and the management of the costs.25 Similarly, when the Nigerian 
House of Representatives recently stalled the procurement of an 
internet surveillance system, they did so both for reasons that 
it violated constitutional rights and that it breached the Fiscal 
Responsibility Act.26

Contrast these debates with the emergence of new technologies 
as a key element for delivering development and humanitarian 
aid in the developing world. The deployment of surveillance 
technologies by development actors, foreign aid donors and 
humanitarian organisations is conducted in the complete absence 
of any public debate or deliberation. The development discourse 
rarely considers public opinion of the target populations when 
approving aid programmes. Even the availability of countervailing 
perspectives is surprisingly low. Seminal strategy documents 
like the UN Office for Humanitarian Affairs’ ‘Humanitarianism 
in a Networked Age’27 or the UN High-Level Panel on the 
Post-2015 Development Agenda’s ‘A New Global Partnership: 
Eradicate Poverty and Transfer Economies through Sustainable 
Development,’28 pay scant attention to the potential impact of 
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the adoption of new technologies or data analysis techniques on 
individuals’ privacy. 

In sum, there are four major problems arising from the increased 
use of development aid to advance surveillance in developing 
countries. First, technologies are being deployed that raise 
significant concerns with regards to privacy and other human rights.  
Second, such technologies may not necessarily be appropriate 
for achieving development goals or may have undesirable side 
effects. Third, these technologies are already seen as legally and 
technologically problematic in more developed countries. Fourth, 
these technologies are deployed in the absence of relevant and 
adequate legal frameworks, in contravention of international 
human rights and national constitutional requirements. Too often 
these are the missing dynamics in modern development discourse 
around the deployment of technological solutions.

1.1 Human rights and development

Development is not just, or even mostly, about accelerating 
economic growth. The core of development is building 
capacity and infrastructure, bridging historical divisions, 
ending conflict, addressing social vulnerabilities, and 
supporting democratic societies that protect, respect and 
fulfill human rights. 

Traditionally, a chasm existed between the human rights and 
development communities, in which “the latter group proved 
generally reluctant to engage in debates about international legal 
obligations and how to reflect the relevant norms in policies at 
the domestic and international level.”29 This has begun to change 
in recent years, spurred by the call of Kofi Annan to mainstream 
human rights in all UN agencies in 1997, the expansion of UN 
human rights mechanisms, and by difficulties experienced in 
development and humanitarian interventions. In a 2005 report, 
Annan, then Secretary-General, emphasized that the challenges  
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of human rights, development and security are so closely 
entwined that none can be tackled effectively in isolation.30 

Nevertheless, development and humanitarian aid organisations 
have been slow to adopt a rights-based approach to development. 
It was not until June 2012 that the European Union released a 
new strategic framework for the administration of foreign aid that 
married rights and development. In July 2013 USAID for the first 
time elevated human rights to a key objective in its development 
approach.31 The World Bank is under ongoing pressure to 
mainstream human rights protections in its programmes.32

In a 2012 speech in Senegal on ‘building sustainable partnerships 
in Africa’, then-US Secretary of State Hillary Clinton spoke to 
the important role foreign aid donors plays in promoting rights in 
development. In comments that were seen as veiled criticism of 
other development funding sources,33 she contended that funding 
must be carefully deployed:

 “ the United States will stand up for democracy and universal 
human rights, even when it might be easier or more 
profitable to look the other way, to keep the resources 
flowing. Not every partner makes that choice, but we do 
and we will.”34

Yet there continues to be a gap between theory and practice, 
particularly in the application of new technologies in development 
contexts. The EU Development Fund has supported the issuance 
of voter cards and ID cards in Somaliland;35 in 2013 USAID put 
US$53 million towards a programme that, amongst other things, 
facilitated the production of national identification cards in Kenya;36  
the UK Department for International Development played a key 
role in setting up the M-PESA mobile money system in Kenya in 
collaboration with Vodafone.37 While each of these initiatives has 
contributed to development in the respective countries, they have 
also raised a number of concerns from a human rights perspective 
that have been all but ignored.
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1.2 Development and technologies

New technologies are now seen as a crucial element of 
development and humanitarian aid initiatives. Indeed, the 
aid community has often heralded technology as the key to 
effectively and efficiently achieving sustainable development 
and overcoming obstacles to delivering humanitarian aid. 
Technologies have been embraced as a key component of  
 “humanitarianism in the networked age”38 and will be a priority 
for the post-2015 agenda discussions, constituting one of 
four thematic focal points at the World Humanitarian Summit 
in 2015. Technologies are being incorporated into every 
development initiative from education to health to elections, 
and in humanitarian initiatives related to crisis response, food 
delivery and refugee management. 

This fervour surrounding ICT4D discourse has been so 
cacophonous as to drown out – or, arguably, forestall – any  
critical analysis of the potential adverse effects of the adoption 
of new technologies on human rights and civil liberties. This 
discussion paper seeks to fill the gap in of critical research and 
thinking on this issue.

The paper will focus on critically evaluating four types of 
technologies or technical modalities applied in the development 
and humanitarian sectors: management information systems and 
electronic transfers; biometric identification and voter registration 
systems; the use of mobile phones and the data collected 
and generated by them; and border surveillance and security 
technologies. Each of these interventions seeks to create new 
information infrastructures that become national utilities in ways 
that require great care and significant scrutiny.

This assessment also provides an opportunity to reflect critically 
upon and reassess policy choices concerning technology. For 
instance, one form of development policy that has been receiving 
a significant amount of international development funding has 
been electoral reform and modernisation, often involving the 
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registration of an entire population’s biometrics. This has caused 
numerous problems and challenges, as viewed most recently in 
Kenya. Applying technology in such contexts is challenging, as the 
UN Secretary General contended in 2009:

 “ [S]ome of the poorest countries in the world have chosen 
some of the most expensive electoral processes and 
technology. […] I am concerned about techniques and 
systems that might cause a State, in the conduct of its  
own elections, to be financially dependent on donors, 
or technologically dependent on specific vendors for 
extended periods… [E]xperience throughout the world  
has shown that it is not the case that the more complex  
or expensive a system, the more successful the elections 
will be.”39 

The UN Development Programme, which is funding much of the 
activity in this domain, responded that they have begun to argue 
for technology and electoral processes that are “cost-effective, 
transparent, sustainable, inclusive, accurate, flexible, and 
supported by appropriate infrastructure and computer literacy.”40 
Similarly, the independent body that oversees UK aid programmes, 
the Independent Commission for Aid Impact, also recognised  
the UN Secretary General’s concerns, and presented some  
case studies:

 “ In countries such as Sierra Leone and DRC, the UK has 
helped to fund an investment in biometric technology for 
voter registration, requiring equipment such as laptops, 
webcams, fingerprint scanners, colour printers and mobile 
generators. In Malawi, delicate computer equipment used 
to collect photo identification of voters was damaged 
because it was transported in the back of uncovered 
vehicles. In Sierra Leone, Commissioners saw an ambitious 
voter registration programme being rolled out, using 
biometric data collection technology. Donor and civil society  
stakeholders noted the risk to the political process of this  
technologically advanced approach. While we acknowledge 
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the potential of new information technologies to strengthen 
electoral processes, deploying such sophisticated 
technologies in difficult environments has a high failure  
rate and does not usually represent good value for money.”41 

While technologies and new programmes may help target, support, 
and secure development, their adoption must be subjected to 
rights-based questions about whether they are the necessary, 
proportionate, and effective methods for development, and 
whether legal frameworks exist to protect against human rights 
abuses. Only after answering these questions can a judgement be 
made about whether the right technologies are being deployed in 
the most appropriate ways. Importantly, a rights-based evaluation 
must come before the critical assessment of the technology; the 
alternative would allow for an enquiry about the ideal methods  
for deploying problematic technologies.
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Methodology

This paper draws from the authors’ expertise and scholarship 
in privacy, technology, human rights and development.  
The authors have been engaged with analysis of technology 
in development and humanitarian initiatives since at least 
2008, and have conducted field research on the issue of 
biometric identification technology in refugee management 
situations. In 2011 we undertook research on medical 
information protection in development and humanitarian 
initiatives.42 The research for this study builds upon this prior 
research and other desk research undertaken over the past 
year, including research undertaken by Privacy International 
into privacy in the developing world.

A number of research challenges were encountered when 
conducting this review. Surveillance is a domain that is difficult to  
observe because it is, by its very nature, secret. Furthermore, 
researching development programmes is quite challenging due 
to the absence of transparency requirements in the design, 
implementation and evaluation of development programmes. 
Initiatives such as the International Aid Transparency Initiative and 
the Humanitarian Accountability Partnership have gone some way 
to alleviate this challenge.

Development initiatives that involve the transfer of technology or  
capabilities are also often particularly obfuscated because of 
the involvement of the private sector in providing technologies or 
infrastructure essential to the project. While such interventions 
often generate significant interest at the outset, unfortunately this 
does not translate into a level of transparency across the life-cycle 
of the programme. Rarely are funding proposals made public. 
Procurement information is infrequently published. In turn, the 
specific types of technologies being sought and delivered cannot 
be monitored. 

2.0
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This report thus focuses on only a few international organisations, 
foreign aid donors, and international funding agencies that 
articulate clearly what it is they are funding at a project-level basis. 
Monitoring and evaluation programmes have proven to be quite 
helpful in elucidating what the programmes and projects tried to 
accomplish and some of the obstacles to success, but even the 
most critical evaluations have not necessarily critically analysed 
the technology in detail, and none identified human rights as  
a consideration. 

A few key evaluations and studies have been relied upon, along 
with reports from foundations and other agencies, when available, 
but these are often high-level statements, or selectively detailed 
press releases and narratives of the successful achievements 
from development interventions. One positive trend is the growing 
number of insightful local media organisations and civil society 
institutions in developing countries that have begun to question 
the merits of technology choices, procurement processes, and the 
sustainability of development interventions. This paper therefore 
makes use of these media reports and perspectives, and although 
they do represent secondary sources of information, the same 
can be said of the published statements from foundations and 
international organisations.

When the significant ‘e-government’ movement in the developed 
world expanded in the 1990s and 2000s without critical analysis  
and at great cost, it took significant critical analysis by academics, 
media, and civil society to catalyse questioning of the merits 
of programmes, technological efficacy, and human rights 
implications.43 The same emergence of a policy discourse is 
beginning to appear in the developing world. This discourse 
certainly needs informing, but many key issues are being 
raised already. For instance, there is an emerging sensitivity to 
procurement policy, as evidenced by a recent public uproar over 
tender processes in Kenya,44 the Maldives,45 and Nigeria.46  
This paper seizes on, and seeks to further, such discourses.
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Management Information Systems  
and electronic transfers

The promise

In recent years, donors, development agencies and poverty-
reduction initiatives have increasingly turned towards social 
protection, cash transfer or social safety net programmes 
as an effective tool for addressing extreme poverty and 
accelerating development in the world’s poorest countries. 
The term refers to the provision of benefits in cash or in 
kind to secure protection in case of social risks and needs, 
and takes the form of cash transfer schemes, public work 
programmes, social pensions, school stipends and food 
vouchers or transfers.47 

Although social security systems have played an integral role in 
many developed countries for decades, the idea that a minimum 
level of non-contributory social protection could be affordable 
and easily adopted by low-income countries has really gained 
momentum only in the last ten years. Programmes such as Bolsa 
Familia in Brazil and Oportunidades in Mexico have achieved 
impressive advancements in decreasing poverty and improving 
health and education outcomes. Widespread political support 
for the idea of non-contributory minimum social protection 
crystallised in 2009, when the heads of the UN agencies launched 
the Social Protection Floor Initiative as one of the nine UN 
joint initiatives to cope with the global economic and financial 
crises. Importantly, the G20 States declared their support for 
social protection in the 2011 Cannes Summit Final Declaration, 
emphasising the importance of investing in nationally determined 
social protection floors which “will foster growth resilience, social 
justice and cohesion.”48

Social protection is now a priority initiative both for bilateral 
aid donors, such as the UK’s Department for International 

3.1
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Development,49 the US Agency for International Development,50 
and the European Commission 51 and for development agencies, 
such as the World Bank 52 and UNICEF.53

Research suggests that social protection initiatives can 
significantly reduce the prevalence and severity of poverty,54 
contribute to improved nutrition levels, help families absorb the 
costs associated with schooling 55 and have a positive impact 
on higher school attendance levels,56 reduce child labour,57 and 
improve maternal health, and the lives of people living with HIV/
AIDs. Nevertheless, a number of significant challenges exist when 
delivering social protection initiatives in developing countries 
which often impede the effectiveness of such programmes. 
Obstacles include the absence of legal and institutional 
frameworks, long-term strategies, and adequate and sustainable 
financing; programme fragmentation and a lack of capacity of 
programme stakeholders; and institutionalised discrimination 
and the absence of a gender approach in programme design 
and implementation. Programmes are also hampered by practical 
challenges associated with, for example, the geographical 
remoteness of target communities; difficulties in identifying 
potential beneficiaries; requirements for the production of 
identification; transportation, accommodation and opportunity 
costs associated with collecting payments in remote or dangerous 
areas;58 and complex application processes which require literacy.

In this context, new technologies are seen to hold enormous 
potential and promise for improving the reach and effectiveness 
of social protection programmes. In recent years, a variety of 
ICTs have been piloted to increase the reach and effectiveness 
of social protection programmes, particularly in remote and rural 
areas, and include smart cards, cell phones, mobile ATMs, GPS 
devices, and biometrics.59 In addition, the migration of social 
protection systems from paper-based to fully electronic systems 
is gradually being undertaken in many countries, in combination 
with the consolidation of information derived from multiple and 
separate social protection initiatives into a Single Registry of 
social protection beneficiaries. Proponents of the integration of 
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ICTs into social protection programmes cite the following benefits: 
efficiency and cost-effectiveness; flexibility; access to financial 
infrastructure; leapfrogging the digital divide; multi-functionality; 
scalability; and minimising fiduciary risk and fraudulent access.60

Acknowledging the considerable benefits that can be derived 
from integrating ICTs into the delivery of social protection, the 
use of information and communication technologies nevertheless 
pose a number of risks to beneficiaries’ right to privacy, as 
extensive and sensitive information is collected, analysed and 
disseminated about them. In particular, the use of electronic 
Management Information Systems (MISs) to collate and generate 
information about social protection beneficiaries and inform 
targeting, management, reporting and analysis raise serious 
concerns. MISs facilitate the gathering and storing of extensive 
amounts of personal data in what are often insecure or high-risk 
environments. Where donors or development agencies administer 
the scheme, and where private-public partnerships are integrated 
into the scheme, the potential for abuse of beneficiaries’ personal 
information is high. There is some confusion around the ownership 
and use of sensitive personal information collected by social 
protection programmes; these concerns are particularly serious  
in low-income countries where data protection laws are weak,  
or non-existent.

Similar concerns exist with the move away from cash or in kind 
transfers and towards electronic transfers by aid agencies. The card  
– or mobile – enabled conversion of cash into electronic money 
has been a hugely successful advancement in the provision of 
social protection transfers in developing countries. However, 
numerous risks arise due to the sharing and transfer of personal 
information with third parties.
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ACF International 

2,540,878 (25%) 

IRFC/National Societies 

2,222,303 (22%) 

OXFAM 

1,228,872 (12%) 

World Food Program (WFP) 

1,043,174 (10%) 

Concern Worldwide 

923,311 (09%) 

Others 

2,303,512 (22%)

Projects 

330
Beneficiaries 

10,262,050

Cash transfer programmes  
mapped by the Cash  
Learning Partnership (CALP)

Section 3



Number of beneficiaries per organisations:

22% 25%

22%

12%

10%

09%

Source: CALP Cash Atlas.
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The potential

Increasingly, social protection programmes in developing 
countries are making the transition from paper to electronic 
systems. Complete transition to fully-integrated electronic 
systems remains elusive in many low-income countries, 
particularly those hampered by difficulties in access to 
electricity, internet and mobile phone networks. Generally, 
however, donors and development agencies are encouraging 
the adoption of electronic systems in social protection pilots 
and supporting the migration of social protection information  
to centralised single registries.

Within the literature on social protection, MISs are identified as an  
integral part of the administration of social protection programmes, 
enabling the collation and application of information related to 
the various components of the scheme, including those related to 
registration, conditions, targeting, payments, grievance systems, 
and graduation. MISs collect and collate an extensive amount of 
data, particularly in those social protection systems which require 
compliance with programme conditionalities (which often relate to 
attendance at health or education services) as a prerequisite for  
receipt of benefits.61 The following table is illustrative of the types 
and amount of personal information collected about a social 
protection beneficiary.

HelpAge International notes that additional information on recipients  
degrades in accuracy as soon as it collected, as people leave the 
household, children are born and assets are sold or purchased. 
Much of the information, in addition to being inaccurate, is of little 
use, and is extraneous to the determination about beneficiary 
eligibility, according to HelpAge.

Data to populate the MISs is collected through a variety of  
forms, mostly electronic (using laptops and mobile devices).62 
Once digitised, MISs allow for increased flows of data to other 
institutions. Research shows that the adoption of MISs to 
administer social protection information increases the ability of 

3.2

Section 3
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programmes to send data directly from communities or districts  
to databases held in the capital cities.

Linked to the adoption of MISs is the move towards a Single 
Registry of social protection programmes in each country. The 
drive towards a Single Registry is inspired by Brazil’s Cadastro 
Unico which aims to build a database of the entire poor population 
of Brazil; it now holds data on the declared incomes of 16 million 
households and uses an unverified means test for targeting.  
The main user of the Cadastro Unico is the Bolsa Familia scheme, 
but it has also been adopted by nine other schemes.63 

The availability and persistence of this information means that if  
effective, it could provide a single source of information on large  
populations, available to numerous stakeholders with differentiated 
levels of access, as has been the case in Chile.64 It is therefore open 
to re-use for other purposes and by other State and potentially 
non-State entities. In Kenya, for example, the government is rolling 
out an Integrated Financial MIS that integrates social protection 
payments with all other electronic payments made through the 
Central Bank electronic payment system.65

Electronic transfers also have huge beneficial implications for 
humanitarian assistance. By providing a secure and simple method 
of potentially life-saving transfers to vulnerable groups, electronic 
transfers could make social protection programmes more efficient 
and effective, while at the same time creating a new resource of  
information about how money is spent. Organisations such as  
Concern Worldwide have been quick to take up electronic 
transfers, working with Safaricom’s M-PESA system, and the 
Cash Learning Partnership, a consortium of non-governmental 
organisations such as Oxfam and the Norwegian Refugee 
Council, are currently investing considerable research into piloting  
guidelines and a Code of Conduct related to the use of e-transfers.

Section 3
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PRIMARY MONITORING INFORMATION 

ADDITIONAL INFORMATION ON  
APPLICANT/RECIPIENT  

Marital status 

Educational attainment 

Additional address details 
 (e.g. family name, name known by) 

INFORMATION ON HOUSEHOLD MEMBERS 

Number of members 

Date of birth 

Sex 

ID number 

Marital status 

Single/double orphan 

Relationship to beneficiary  
and/or household head 

Educational attainment 

INFORMATION ON DWELLING AND ASSETS 

Water source 

Sanitation 

Landholding size 

Land tenure 

 

 

ACCESSIBILITY OF SERVICES 

Distance to health clinic 

Distance to primary school 

Distance to secondary school 

Distance to pay-point 

SECONDARY MONITORING INFORMATION 

 
 

Occupational status 

Disability 

 
 

 

Disability status 

Occupational status 

Grade enrolled at school 

Health status 

 

 

 
 

 

 

Description of dwelling 

Type and number of animals 

Car 

Bicycle 

Agricultural implements 

Etc. 

 

 

 

 

 

 

Source: HelpAge International, 2011
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The problems

The collation of extensive and sensitive personal information 
in an MIS lends itself to a number of challenges in respect of 
privacy and data protection. These include:

—  Accuracy of data: Multiple obstacles exist to collecting accurate  
and comprehensive data in situations in which social protection 
programmes are administered, including the geographical 
remoteness of target communities, social exclusion and 
discrimination, lack of literacy, and the absence of formal 
registration records. By enabling the digitisation and indefinite 
preservation of potentially inaccurate data, MISs risk reinforcing 
and institutionalising such inaccuracies, which may be impossible 
for beneficiaries to correct. 

 
—  Security of data: Ongoing technical support and maintenance  

of a system is key to ensuring security, and yet requires a level of  
expertise and capacity that may not be present in donor-run  
or pilot social protection schemes. Systems that involve the  
transfer of data via telecommunications networks face additional 
threats in the absence of encryption or where State authorities 
are conducting communications surveillance.

—  Misuse of data: Any personal information contained in MISs is 
vulnerable to fraud or theft, as well as transfer to third parties. 
The higher the sensitivity of the data – data, for example, that 
reveals or could be paired with other data to reveal ethnicity, 
religion or political affiliation – the more vulnerable it is.

A further challenge of adapting MISs to social protection 
programmes is ensuring that the technologies deployed are 
appropriate to the relevant culture and context. A study of the 
development of an MIS for the distribution of social protection 
benefits in St. Kitts revealed that it is “necessary to understand 
the contexts in which data is collected and used to ensure that 
the [MIS] will fit within the users’ work environment and be 
useful to them”.66 Simple assumptions inherent in the design of 
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technology such as the requirement to enter addresses that follow 
a predefined format may undermine the utility and effectiveness 
of MISs in developing countries. It is estimated that in developed 
countries approximately 25 per cent of MIS projects are failures, 
and up to 60 per cent have significant undesirable outcomes; 
in developing countries, this number is likely to be significantly 
higher.67 A failure to take into account cultural contexts may be  
a contributing to such failures, which also stem from factors 
such as cost overruns, insufficiently trained staff, and inadequate 
processes. Early studies in this field showed that almost all World  
Bank-funded MIS projects in Africa were reported as partial failure.68

In order to ensure that an MIS takes into account the particular 
context of the country, it will most likely require a custom-made 
solution. However, most social protection programmes have 
neither the resources nor capacity to do so cost-effectively, 
and as such rely on generic MIS solutions. Kenya’s Urban Food 
Subsidy relies on Microsoft Access, for example, while Mauritius 
uses Oracle, South Africa uses Adabas and the Hunger Safety Net 
Programme and OVC-CT in Kenya use Microsoft’s SQL Server 
database.69 Research shows that a generic approach “has serious 
drawbacks and is unlikely to be successful.”70 

When social protection programmes use generic MISs this raises 
additional questions about who might ultimately have access to 
the data. The role of private corporate entities in social protection 
programmes more broadly is also an issue. The situation in 
Swaziland is apposite – the government is in negotiations about 
contracting Standard Bank and the SwaziPost to administer the 
country’s Old Age Grant. Should the scheme come to fruition, 
Standard Bank will hold a separate database with information on 
all 45,000 beneficiaries.71 Similarly, the Dowa Emergency Cash  
Transfers project in Malawi was administered by Concern 
Worldwide contracting the Opportunity International Bank Malawi 
and the Malawi Police Service.72 Issues around information 
governance will arise: who owns the information, who is responsible  
for problems and who is mitigating any risks of abuse?
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The administration of electronic transfers lies at the heart of  
this challenge. E-transfers rely on the private sector to provide 
the telecommunications and financial infrastructure, and to 
design and maintain the banking and mobile systems upon which 
e-transfers rely. Electronic cash transfer systems are often run 
by small NGOs on a pilot basis without concrete structures, 
extensive legal expertise or sufficient resources to ensure that 
third party contracts are rigorously analysed and complied with. 
The likelihood that beneficiary data is being shared and analysed 
by third parties is thus increased. 

The beneficiary data collected for e-transfer programmes is often  
more extensive than that gathered in conventional aid distributions 
and is necessarily shared with commercial partners who assist in the  
distribution of cash via new technological means. The development  
of sophisticated databases, the sharing of those databases  
with third parties, and the lack of technical and operational 
security around the collection, use and sharing of data all create 
a heightened risk framework, at the heart of which are the very 
people agencies seek to support.

The risks of deploying MISs and e-transfers in social protection 
programmes are heightened by the absence of legal frameworks 
and safeguards to regulate the use of data collected under the 
auspices of such programmes. In most developing countries, 
data protection legislation is weak or non-existent. Many 
social protection programmes are established ad hoc, as pilot 
programmes by development and humanitarian agencies, or under 
the ambit of bilateral aid agreements, without accompanying 
legislative or regulatory frameworks. This means that the rights 
of the beneficiaries in the programme are unprotected, and the 
administrators of the programme have wide discretion when 
dealing with beneficiaries’ personal information. In any event, 
given that many programmes are the result of a collaborative 
effort by multiple stakeholders – including donors, government 
actors and international NGOs – there are serious questions  
about accountability, transparency and avenues for recourse  
for beneficiaries.
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Digital identity registration 
and biometrics

The promise

Ensuring that development and humanitarian aid reaches 
those for whom it is intended is a perennial challenge for 
foreign aid donors and international funding organisations. 
Obstacles to delivering aid include not only security 
risks73 and lack of infrastructure (airports, roads and other 
facilities),74 but also the difficulty of identifying and targeting 
intended beneficiaries.

Increased pressure to focus aid where it is needed most, and to  
monitor aid programmes has resulted in a strong push for greater 
information on recipients. The benefits to development policy of 
targeted approaches are clear: properly identify the individuals 
and the groups that need assistance, and programmes will become 
more effective and efficient. As the US Government Accountability 
Office (GAO) framed it in a September 2012 report on targeting of 
food aid, “effective targeting is important to maximize the impact 
of limited resources”, with a particular emphasis on the “quality of 
data used to identify and reach recipients”.75

A significant challenge in targeting is ensuring that there are 
sufficient amounts of information on the target populations to 
ensure that the determinations made are necessary, proportionate, 
and critically assessed, and that aid delivery can be tracked and  
monitored to assess its effectiveness. In order to begin to address 
these issues, some donors have begun to use technology 
to support identification and registration. Development and 
humanitarian initiatives related to providing refugee assistance, 
delivering social protection or food subsidies, and improving 
democratic institutions, particularly electoral reform, have all 
begun to integrate digital identity registration.

4.1



29/80

Aiding Surveillance — Privacy InternationalSection 4

Case study: UNHCR biometric identity registration in Dijbouti, 
Ethiopia, Kenya and Malaysia 

UNHCR biometric identity registration in Djibouti, Ethiopia, 
Kenya and Malaysia 

The UN Refugee Agency (UNHCR) has long used databases  
to collect and manage information on refugees, and has 
issued refugees with a form of certification of their status. 
In recent years, UNHCR has begun to deploy biometric 
identification systems to register refugees, and check their 
identity and status for aid disbursement. Pilot schemes were 
initiated in Eastern Africa and Asia in the mid-2000s, and in 
October 2012 UNHCR announced that it was to begin using 
biometrics in Senegal and South Sudan.

A field study conducted by the authors in 2008 witnessed 
the considerable problems being experienced with respect 
to UNHCR’s deployment of a biometric system. The primary 
concern was the system’s reliability: UNHCR had procured 
a fingerprinting system that was not designed for large 
populations, and particularly not for large populations that 
did not have well-defined fingerprints.  
 
UNHCR staff members were unaware of this problem and 
lacked guidance on how to use the system in the field: various 
field operations were using the system differently, some 
fingerprinting adults of all ages, young people, and even 
babies, presuming that the system would work. The system 
was erratic; it worked sometimes on someone, and sometimes 
on that same person it would not work even moments 
later. But for UNHCR, it was a perceived success: staff had 
high confidence in the system, and it was a useful tool for 
communicating with host governments that UNHCR was 
taking fraud seriously.
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The recording of identity into registers is not new; identity 
registries exist in many forms in many countries. Indeed, the 
maintenance of an effective system of identification is arguably 
essential for the development of individual’s legal identity, to the 
distribution of social services,76 and to the realisation of the right 
to identity registration at birth, enshrined in the United Nations 
Convention on the Rights of the Child.77 However technologies are 
changing the impact and importance of identity registration in two 
ways. First, they are enabling the digitisation and centralisation 
of these registries, their use across government services, 
and the continual checking of identity. Second, technological 
advancements have facilitated the capture, processing and 
retention of biometrics, physical traits of individuals including 
fingerprints, facial scans, iris scans, or even DNA. These relatively 
unique characteristics can provide identifiers across systems, 
and even across borders, tracking individuals across contexts, 
allowing for the reuse of information. They also make sharing, 
linking and cross-checking information faster.

Proponents of digital identity registration and the tying of identity 
to biometric information maintain that such systems can help to 
empower individuals by giving them legal identity and connecting 
them to services. Biometric identification, it is argued, is more 
accurate and thus its employment more likely to forestall identity 
fraud and improve the transparency and accuracy of electoral 
processes and access to public services. According to the 
director of India’s universal biometric identification scheme, such 
a scheme can be “transformational”, and ”solve the most basic of 
developmental challenges”.78 By offering a solution to the absence 
of traditions of birth registration and accompanying infrastructure, 
biometric identification systems provide for the opportunity 
to uniquely register a large population of people, and in turn, 
administer entitlements. By connecting data to a unique personal 
identifier such as a fingerprint or iris scan, biometrics avoid the 
opportunities for forgery associated with other forms  
of identification.
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The potential

Biometric identification systems are used to record and 
identify social protection beneficiaries in at least 15 cash-
transfer programmes: Pakistan, Afghanistan, the Democratic 
Republic of the Congo, Malawi, South Africa, India, Ghana, 
Namibia, Botswana, Kenya, Nigeria, Iraq, Philippines, Bolivia, 
and Indonesia.79 Such systems tie the biometric information 
of the beneficiary to the information held about them by 
the social protection programme. Benefits are disbursed via 
shopkeeper-operated point-of-sale devices, which verify 
the fingerprint scan, connect with the central database, and 
transfer funds into the shop account that are immediately 
passed along in cash to the recipient. 

Biometric technologies are particularly prevalent in Africa, and 
are spreading; estimates put biometrics technology in at least 
34 countries in Africa. This primarily takes the form of biometric 
national identity cards or biometric voter registration systems that 
incorporate Automatic Fingerprint Recognition Systems (AFIS), 
fingerprints being the dominant form of biometric data collected. 

Prominent instances of biometric identification systems include:

—  Democratic Republic of the Congo: Biometric information 
is a key element of the Disarmament, Demobilisation and 
Reintegration Programme (PNDDR) in the DRC, established 
in 2004 and co-funded by the World Bank. The programme 
disburses 13 cash payments over the course of a year to 
ex-combatants. Biometrics – in the form of iris scans, as 
fingerprints were unreliable for ex-combatants with calluses 
on trigger fingers – were introduced in 2006 to enrol 110,000 
individuals.80 Beneficiaries visit one of ten mobile payment  
teams in rural areas, have their irises scanned and receive  
their payments.

—  India: The state of Andhra Pradesh was one of the first to 
use biometrics to deliver government payments, partnering 
with FINO, an Indian technology company which designed a 
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platform based on biometric identification to link rural citizens 
with the formal banking system.81 

—  Pakistan: The Watan card – an identification card containing 
biometric data that can be credited with social protection 
transfers – was introduced after the 2010 floods by the National 
Database and Registration Authority, and used as a means 
of transferring National Flood Relief Grants to over 1.5 million 
victims, in a programme jointly administered by the government 
and UNHCR.82

—  South Africa: One of the oldest systems of biometric registration 
in the world exists in South Africa; the government began 
collecting the fingerprints of non-white citizens in 1925 for the 
purpose of racial registration. In 1992, the province of Kwa-Zulu  
Natal worked with Net1, a South African company, to set up  
biometric technology to enable the payment of social protection 
grants to pensioners. The system continues to be extended, 
and now distributes grants to over 15 million beneficiaries.  
In 2012–2013, a new system provided by Net1/Cash Paymaster 
Systems captured the biometric information of more than  
20 million South Africans as part of a new national social  
protection payment system which was aimed at reducing  
fraud and corruption.

In many cases, the technology is procured from foreign companies, 
many of them European. Unlike in other development sectors where 
there is now a drive towards local sourcing, biometric programmes 
often involve spending money designated for developing countries 
on Western high-tech firms.

Development agencies and bilateral donors have played a 
large role in supporting biometric initiatives. In 2011 the UN 
Development Programme (UNDP) provided 26 per cent of 
its funding towards fostering democratic governance in the 
developing world.83 In Africa alone, through the United Nations 
Democracy Fund, the UNDP has funded biometric voter 
registration in Benin,84 Cape Verde,85 the Comoros Islands,86 
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Democratic Republic of Congo,87 Sierra Leone,88 Togo,89 and 
Zambia.90 Other examples of development funding for biometric 
systems include World Bank funding for registration of the urban 
poor in Benin91 and Kenya.92 USAID has funded biometric systems 
in Malawi 93 and Guinea,94 and played a large role in supporting the 
registration of 14.3 million voters using biometric voter registration 
technology in the lead up to the 2013 Kenyan elections.95

The costs of deploying and operating these systems are significant.  
In Mozambique the cost of the national identity cards, contracted 
to Face Technologies, was US$15 million.96 UNDP funding to 
biometric registration and machines in Sierra Leone was US$18 
million for the 2012 elections.97 The contract between Uganda 
and Muhlbauer group was €64 million.98 In Ghana the costs were 
estimated at US$100 million.99

The problems

Biometrics, whether based on face, finger, iris, DNA, or some 
other physical or genetic characteristic, are in many ways just 
another form of personal information, and their registration 
and connection with identification thus give rise to questions 
of privacy and data protection. 

Yet we cannot ignore the ethical dimensions. Identification 
registration systems have problematic legacies. In Rwanda, the 
colonial racialisation of the identities of Hutu and Tutsi contributed 
to the increasing polarisation of the two groups in the postcolonial 
period, leading to the 1994 genocide.100 The use of identification 
cards was a key administrative component of this as they allowed 
differential access to the two groups – entitling Tutsis to far more 
extensive political and social freedoms than Hutus.101 The Belgians’ 
colonial approach was to institute an ethnic classification, 
involving such ‘modern scientific’ methods as a measurement of 
nose and skull sizes, and required this information on mandatory 
identity papers.102 

4.3
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Since 2007 Rwanda’s National Identification Department has 
created a permanent civil and voter registry, and citizens’ data 
is held in a central and permanent database.103 While there is no 
ethnicity information on the new cards, they do contain biometric 
data – the fingerprints of approximately 9.2 million Rwandan 
citizens have been collected and stored.104 Although the use 
of biometric registration has since been greeted positively in 
Rwanda,105 the serious nature of the problem of political abuse  
of biometrics becomes apparent in this context.

The artificially constructed identities of ‘Tutsi’ and ‘Hutu’ were used 
to secure political, social and economic benefits. It is possible to  
imagine categories of identities relating to fingerprints being 
similarly constructed and being used to the advantage of political 
or criminal groupings.

The use of biometrics in South Africa also raises questions 
concerning the human dimensions of the use of biometric 
identification systems. Although a key mechanism for the 
functioning of citizenship in the country, the national population 
register was also the administrative and ideological cornerstone  
of apartheid. The 1950 Population Registration Act required 
people’s identity numbers to refer to ethnicity. Although ethnicity  
is no longer incorporated as part of identity documentation 
in South Africa, this history raises important questions about 
identification systems that have the potential to be used for 
discriminatory purposes and social sorting.

Few registration systems are now considering including ethnicity 
information because of these lessons. But the inclusion of 
biometrics and additional biographic information raises new 
concerns. The linkability of biometrics increases the likelihood 
of their expansion and re-purposing in other environments (in 
the criminal justice or immigration systems, for example) or for 
other purposes unimagined at the time of their collection. One 
of the predominant reasons why digital identification systems, 
particularly those containing biometrics, have faced resistance 
in developed countries is the potential for scope creep: once 
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Case study: Aadhaar Unique ID project (UID) in India 

Recent experiences with the UID project in India demonstrate 
the complications that can be faced in deploying biometric 
identification systems. In 2009, the UID Authority of India  
was established to carry out the UID scheme with the 
objective of issuing every resident in India with a unique 
identification number based on their biometrics, designed  
to eliminate duplicate identities and authenticate individuals 
in a cost-effective way. Implementation of the project has 
been conducted since 2010 in the absence of legislation.

The UID was initially designed to be an identification tool to 
authenticate and provide services, adoptable by any platform 
in a consolidated manner. But without clear limitations on its 
use, the number has been adopted by various services and 
platforms for their unique purposes – including identification, 
linking, and tracking individuals in various systems. In 
this way the UID number has expanded from being just an 
authenticator, to being an identity and a tool for service 
delivery, and increasingly mandatory for access to many 
services. For example:

—  the Indian government has required that citizens have 
a UID number to purchase cooking gas, issue an open-
government request for information, and register vehicles.

—  the High Court has directed all police stations in 
Maharashtra to record the UIDs of accused individuals  
and witnesses filing an incident report.

—  railways are proposing to use the UID database for 
bookings and validation of passengers;

—  the city of New Delhi is implementing a scheme called 
Saral Money that allows individuals to open bank accounts 
once they have stated their UID number.
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—  the Rajasthan Government has made it mandatory for 
employees to have a UID number and has linked the 
number to employee salaries. Yet, infrastructure issues 
including a lack of available machines has prevented 
individuals from enrolling for the number.

The system faces numerous serious challenges, including:

—  many rural workers, elderly, and poor individuals do not 
have readable fingerprints. It has been reported that  
often agencies are simply refusing to enrol such individuals, 
thereby excluding them from the service and all the 
subsequent uses (and benefits) of the UID.

—  enrolment centres are overcrowded without proper facilities. 

—  duplicate numbers have been issued and some enrolment 
agencies have been blacklisted for fraudulent practices.
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collected, biometrics can be re-used for a variety of other 
purposes. Therefore, a system that is designed for the purpose 
of disbursing aid and entitlement services will soon be used for 
verifying citizenship and age, and biometrics may be checked and 
compared with those for policing purposes.

From a privacy perspective, some biometric applications are more 
sensitive than others: for example, photographs enabling facial 
recognition and DNA records facilitating genetic profiling can 
assist the creation of racial and ethnic profiles. The invasiveness 
of collection also has a bearing on the privacy impact of the 
technology. DNA requires intimate contact with the individual, 
and even submitting to facial recognition technology may require 
the removal of clothing. Studies have indicated that there is some 
concern from users about the requirement to physically touch 
a fingerprint scanner, or even cast one’s eyes into a biometric 
scanner for retina or iris recognition. In some circumstances, facial 
images can be collected without the consent or knowledge of 
the individual; fingerprints and DNA can be collected from latent 
prints or samples left behind on objects and linked with other 
databases and activities. 

The predominant form of biometric recognition used in developing 
countries is fingerprinting. However, fingers are vulnerable and 
prints are not always easy to read.106 For example, fingerprint 
scanners tend to fail more frequently on women in developing 
countries, as their fingerprints have been degraded due to manual 
labour. Some fingerprint recognition systems may also have 
difficulty in registering the fingerprints of the elderly, those with 
small or fine fingerprints, and fingerprints that may have worn 
down such as those of manual and rural workers. This can result 
in high ‘failure to enrol’ rates meaning that a number of individuals 
cannot be ‘read’ by the technology and therefore cannot 
participate in the registration that is taking place. 

Digital identification registration systems increase the likelihood 
that processes become data dependent, and in turn, that 
determinations are driven by such data. The adoption of biometric 
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technologies means that sensitive personal information on entire  
populations can be collected and processed rapidly, and 
decisions can be made with reference to digital profiles and 
aggregated data, the integrity and veracity of which is difficult  
to establish or safeguard. Information and data is not value-free,  
and discriminatory judgments can become accepted and 
institutionalised through the use of automated systems. 
Individuals quickly become reduced to a set of knowable and 
measurable facts that may not necessarily represent them or their 
circumstances accurately. With the advent and proliferation of 
the EURODAC biometric database system for identifying asylum-
seekers and irregular migrants, submitting to biometric registration 
has become a de facto pre-requisite to claiming asylum. Asylum 
seekers and refugees are reduced to someone with a file, whose 
biometrics need to be verified in order to gain access to, or be 
prevented from wrongly accessing services. When the biometrics 
systems do not accurately function, the refugee’s status is thereby 
called into question sooner than the technology. This may lead to 
the further marginalisation of vulnerable individuals, other human 
rights violations, and exclusion from vital aid. In September 2013, 
for example, 6,500 refugees in the Mbera camp in Mauritania  
were denied access to refugee assistance because of problems 
with the biometric registration system.107

Case study: Biometric voter registration in the DRC

The DRC’s first democratic elections in four decades were 
held on 30 July 2006. In support of the 2006 election process 
the international community donated US$460 million to the DRC.  
La Commission Électorale Indépendante (CEI) of the DRC 
decided to biometrically register voters for the elections.  
The UNDP oversaw the procurement process and two contracts 
were awarded to European companies to institute biometric 
registration. Zetes was awarded the contract for 10,000 
biometric registration kits, at a cost of US$40.16 million and 
Sagem, a French company, was charged with removing 
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duplicates in the system. An additional US$58 million was 
spent on the operation costs. 

The biometric system was implemented in a context in which 
there was:

—  no reliable electoral list or any demographic data from  
1984 onwards.

—  a lack of basic infrastructure; in the DRC there are only 
42,000 fixed phone lines for a population of over 73 million, 
and only 9 per cent of the country has access to electricity. 

—  no centralised fingerprint matching system within the 
system itself, meaning that checking for duplicates within 
the registration system could not be carried out within 
the DRC itself, but instead by the European company that 
designed the system. 

—  a high degree of machine malfunction, and systematic 
flaws in the system that required its redesign. 

Despite these problems, biometric registration went ahead 
and was used in the 2006, 2009 and 2011 elections. Yet the 
country has remained plagued by undemocratic institutions 
and claims of electoral fraud; in 2011 violence broke out when 
doctored ballot papers were found. A leaked report from 
Zetes recorded that there had been more than 700,000 double 
registrations on the biometric system.
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While biometric identification systems may offer significant 
opportunities for development, equally they may not be suitable 
for countries where there is very little communications or transport 
infrastructure. Biometric identification systems require a constant 
electricity supply, and registration kits include a computer and 
printer at a minimum. They may require reliable transportation, highly  
trained personnel to operate the systems, a network connection, an  
accessible and accurate civil or voter registry, webcams, extensive 
data storage facilities or any number of additional components 
in order to operate effectively. Just as with those development 
projects that provide infrastructure to a community without the 
tools, expertise and capacity to maintain and integrate such 
infrastructure, so too are biometric projects which do not take  
into account the local context doomed to fail.

Although many biometric identification systems have been 
adapted for use in difficult conditions (primarily by encasing the 
kits in hardy coverings, and budgeting for back-up electricity 
generators) the nature of this technology means that it can be 
fragile and susceptible to damage, or attractive to thieves. Any 
investment into a biometric identification system simultaneously 
requires investment into the infrastructure required to support 
and protect these systems. However, research suggests that 
despite claims by proponents, biometric systems are not infallible, 
and systems and processes around biometric registration are 
susceptible to fraud, forgery and corruption. Research into 
medical record registries, for example, reveals that leaked or 
stolen medical information has not only been sold for profit, but 
has been used by government agencies and to publicly shame 
political figures.108

The possibility for misuse of biometric identification information is 
high, and the potential for harm to follow is very real. The ability for 
digital identification systems to be used as a means of surveillance 
has been recognised by producers of biometric technologies 
and even emphasised as a selling point to make the technology 
attractive to repressive regimes. The director of one firm involved 
with the deployment of Egypt’s ID system under Mubarak, and 
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funded by the Danish Aid Agency DANIDA, recognised that “[the 
technology] could be used for surveillance… We can easily design 
a program for the ID card which enables surveillance of user’s 
internet activities or conversations on Skype… This is business, 
we sell to those who are interested. If I was approached by Iran I 
would sell to them.”109

Biometrics is a growth market for technology companies, 
particularly in developing countries. Zetes, the supplier of 
biometric technology to Cape Verde, Ivory Coast, DRC and Togo 
states on its corporate website that “the interest of governments 
and international institutions in biometrics is growing“. They note  
 “in the Western world, the use of biometrics has been raising some 
privacy concerns. That doesn’t seem to be the case on the African 
continent, where biometrics are regularly used”.110 

As the role of the private sector in providing biometrics systems 
to the governments of developing countries continues to expand, 
the problematic nature of such relationships becomes increasingly 
clear. Procurement contracts have been questioned in the case of 
the Muhlbauer group in Uganda,111 Semlex in Mozambique,112 Net1 
in South Africa,113 and Giesiecke & Devrient in Cameroon.114 In 
Mozambique, several stakeholders accused the National Electoral 
Commission of a lack of transparency.115 Much of the equipment 
provided by Mühlbauer to Uganda has been lost or broken, and 
only 400 ID cards had been produced since the contract began 
in 2010 up until late 2011.116 Recently, Mastercard and Nigeria 
announced a shared initiative to deploy a shared national ID that 
would combine biometric functionality with electronic payments. 
There is little information on how information will be managed 
between the company and the government.117
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Mobile phones  
and data

The promise

The arrival of mobile telephony in developing countries has 
played a crucial role in the success of many development 
interventions over the past ten years. Mobile phones have 
not only greatly improved opportunities for communication 
and expression, they have enabled financial empowerment, 
provided access to information and services, and revolutionised  
the collection and recording of information in humanitarian 
disasters. Systems such as Kenya’s M-PESA mobile money 
system, which allows individuals to bypass traditional 
financial infrastructure and access and transfer money by SMS,  
has greatly reduced the financial exclusion of vulnerable 
groups, improving their ability to save money and accumulate 
assets. In the first three months of M-PESA’s operation, 11,000 
people registered for the service, and nearly US $6million was 
transferred; today it is used by a quarter of the population, 
some of whom had not previously used mobile phones or 
owned bank accounts.118

Linked to the proliferation of mobile phones in developing 
countries are initiatives designed to use the data generated or 
collected by mobile phones to conduct analysis about trends and 
events that might inform future development and humanitarian 
initiatives. ‘Big data’ – the amassing and analysis of high volumes 
of digitial data to uncover new correlations – is taking the 
development world by storm, facilitated by the rapid reproduction 
of the quantity and diversity of data generated by digital activities 
conducted on mobile phones, particularly smart phones – call 
logs, mobile-banking transactions, online user-generated content, 
online searches, satellite images, etc. Algorithms are applied to 
develop intelligence on people, groups, and events and places. 
With enough data, the theory goes, we even can try to predict 
behaviour based on past activities.

5.1
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International agencies and organisations such as UN Global Pulse,119  
UN Economic Commission for Latin America and the Carribbean,120 
OECD121 and the World Economic Forum122 have all sung the 
praises of data as a tool to accelerate development, reduce 
poverty, spur innovation, and improve accountability and 
transparency. A recent report of the UN High Level Panel on the 
Post-2015 Development Agenda went so far as to call for “a New 
Data Revolution”, drawing on existing and new sources of data  
 “to fully integrate statistics into decision making, promote open 
access to, and use of, data and ensure increased support for 
statistical systems.”123
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The potential

The use of mobile phones in developing countries to collect 
or generate data, and the subsequent analysis of such data, 
has the potential to assist in development and humanitarian 
initiatives in multiple ways:

—  Health services: mobile phones are used as a means to 
dispense health information and connect individuals to health 
services. mHealth for Development, founded by the UN 
Foundation and Vodafone, supports the use of mobile phones 
to send SMS text alerts to enable patients to adhere to their 
prescriptions, and to train health care workers. In Ghana, the 
Millennium Villages Project provides diagnosis and treatment 
support to rural health workers.124 

—  Health trends: big data analysis of mobile phone location and  
social media trends is used to track public health trends. Such  
tools have been employed with success in Haiti: research from  
the cholera outbreak there identified Twitter as a useful source  
of information about the extent of the outbreak. By analysing 
over 188,000 tweets spanning a three-month period, researchers 
were able to monitor the outbreak and its progress much faster 
than through government processes that involved surveying 
hospitals and clinics. Other researchers conducted analysis of 
cell tower data to plot the location of populations fleeing from 
the outbreak.125 

—  Crisis mapping: by using data submitted crowd-sourced from 
mobile phone users on security or humanitarian crises, crisis 
mapping platforms are able to map incidences of violence or 
disasters. A prominent example of such a platform is Ushahidi 
in Kenya, funded by, among others, the Ford Foundation and 
MacArthur. Ushahidi played an important role in the post-
earthquake response in Haiti, enabling the creation of a crisis 
map of urgent humanitarian needs.126 

5.2
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—  Infrastructure and services: big data can be used to map 
infrastructure and the use of public services like transport. 
Telecommunications company Orange recently opened a big 
dataset of 2.5 billion anonymised text messages and phone 
calls from Côte d’Ivoire, enabling researchers to analyses and 
redesign bus routes in the country. 

—  Reporting: mobile governance projects such as Mexico’s 
Citivox and India’s Kerala State IT Mission enable citizens  
to register to vote or report crime and corruption via their  
mobile phone.

—  Conflict prevention: emerging research argues that big data can  
be used to prevent conflicts, by distinguishing digital patterns 
and interpreting them in the applicable socioeconomic and 
political context, or studying cause and expressions of concerns 
and stress in a given community.127  

—  Monitoring and evaluation: big data can be used to analyse large 
populations and report back to funders on the effectiveness  
of programmes.

The problems128

In an age of widespread communications surveillance by 
both State and non-State actors, using mobile networks 
to transmit sensitive data is inherently risky. Development 
and humanitarian initiatives that use mobile phones to 
collect or generate information thus risk such information 
being exposed to potentially malevolent third parties; or 
fraudulently amended or misappropriated. 

Mobile health is an area around which particularly serious concerns 
arise. A recent report by TrustLaw, in collaboration with the mHealth  
Alliance, recognised that the lack of comprehensive data protection 
and privacy protections in developing countries has impeded the 
effective expansion of mHealth initiatives.129 Numerous practical 

5.3
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barriers stand in the way of mobile health initiatives; although 
mobile phones are arguably the success story in the domain of 
information technology and development, their diffusion still is 
not universal. Not everyone has a mobile phone. Often phones 
are shared by families; in some contexts, the dominant male in the 
household (usually the father) ‘owns’ the phone. In this scenario, 
the use of mobile phones for notifying individuals about, for 
example, a test result, to report incidents of domestic violence, 
or to provide reminders about an appointment of which their 
family members were not previously aware is a complicated affair. 
What sort of information should be disclosed in the text message 
itself? While it may be possible to exclude specifics about a 
disease or medication, in certain areas the mere fact that one is 
being contacted by a health actor can be stigmatizing. Therefore, 
some eHealth systems have started obfuscating these messages, 
using codes such as sport scores or messages from ‘friends’ to 
communicate sensitive health data. 

However, there are other complications to the use of mobile 
phones for health. Across the globe, governments are requiring 
citizens to register their SIM cards with personal information.  
An example of this is the case of VidaNet, a HIV patient reminder 
system in operation in Mexico City, which is currently struggling 
to provide a privacy-friendly service as the country enforces a 
national SIM registration program.

Not only disseminating information is problematic; gathering and 
analysing big data sets of mobile phone activity also presents a 
serious challenge to the protection of individuals. Digitising data 
and pairing it with multiple other data sources can result in the 
mosaic effect, allowing for data elements that in isolation appear 
non-personal or innocuous to be combined to enable the detailed 
profiling of individuals. It imagines that personal information is a 
resource that can be mined and disclosed by the organisation 
without any consideration of the wishes of the individual. 

Proponents of big and open data argue that their information is 
anonymised, and the analyses are about the aggregate, not the 
individual. The serious problems with data anonymisation130 and 
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the potential for de-anonymisation have been well publicised and 
continue to plague the big and open data movements, despite 
assurances by regulators that such risks can be mitigated.

The problems of anonymisation are enhanced by the lack of 
safeguards and standards inherent in data for development 
initiatives. International consensus on detailed data protection 
standards remains a work in progress, data protection legislation is 
still largely absent on the African continent, and few development 
and humanitarian organisations have self-standing data protection 
and privacy policies to guide their work in developing countries. 
As the UN itself admits, “while private-sector organisations 
and [g]overnment regulators have been grappling with this 
issue for almost a decade, humanitarian organisations appear 
further behind.”131 In the absence of strong legal safeguards and 
accountability institutions individuals in developing countries have 
little recourse against the violation of their privacy.
 
Data is not context free. Developing countries are also plagued by  
historical divisions, ethnic conflicts and other social and cultural  
vulnerabilities that heighten the risk that big and open data will  
be misused. Discrimination or persecution could easily be the  
result of de-anonymisation of big data pertaining to, for example,  
electoral trends, public health issues, political activity or location.  
Call and text message records held by the private sector, for  
example, were used by the Egyptian authorities to track down  
and convict protesters in the aftermath of anti-government food  
protests in 2008.132 The risk of the misuse of personal data 
is heightened when data is open and thus accessible by any 
one for any reason. Even the open digitisation and publication 
of seemingly banal information can have adverse effects – in 
Pakistan, for example, the publication of locations of food 
distribution points and clinics led to threats to aid workers 
responding to floods.133 Big data initiatives such as that conducted 
by Orange in Côte d’Ivoire have shown that even a basic mobile 
phone traffic data set can enable conclusions about social 
divisions and segregation on the basis of ethnicity, language, 
religion or political persuasion. As Alex Pentland, director of the 
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Human Dynamics Lab at MIT, points out, “imagine what Muammar 
Qaddafi would have done with this sort of data.”134

Data integrity challenges also emerge where false positives 
and false negatives may arise as systems are gamed or the 
wrong interpretations are applied to the data sets. The potential 
for fetishisation of data and the prospect that data will be 
misinterpreted or manipulated to support particular viewpoints 
is high. As Steve Song points out,135 the big and open data 
movements are founded on an assumption that ‘data’, ‘facts’ 
and ‘truth’ are roughly equivalent. Data can be politicised or 
misrepresented and yet come to represent an authoritative version 
of the truth, having serious implications for decision-making  
that could deeply affect individuals’ life choices and futures.  
A pertinent example is that of nutrition policy in Ethiopia, where 
a piece of data from a 2000 survey showing the high rate of 
stunting in Amhara, a region that at that time was not listed as 
food insecure, was used to show that malnutrition was a pervasive 
rather than acute problem and served as a motivating factor in 
the formation of a national nutrition policy, despite this data being 
incompatible with other pieces of data.136
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Border surveillance 
and security

The promise

The nexus between security and development and the 
recognition that security helps to create the necessary 
conditions for development has long been at the heart of  
many development and humanitarian interventions.137  
The debate, however, about how to conceptualise and achieve 
security is an ongoing one, with the development community 
generally moving towards referencing an understanding 
of ‘human security’ over traditional conceptions of military 
security. Running in parallel with this discourse shift is 
the increasing priority given the transfer of knowledge, 
tools, and technologies as a means of achieving security 
in developing countries. Perceived as essential to ensuring 
the effectiveness of humanitarian aid and the growth of 
democratic institutions and the rule of law, foreign security 
assistance and training takes the form of the transfer of 
capacity, personnel and technologies to both the civilian and 
military sectors. As noted by US President Obama in the 2010 
National Security Strategy:

 “ Proactively investing in stronger societies and human 
welfare is far more effective and efficient than responding 
after state collapse. The United States must improve 
its capability to strengthen the security of states at risk 
of conflict and violence. We will undertake long-term, 
sustained efforts to strengthen the capacity of security 
forces to guarantee internal security, defend against 
external threats, and promote regional security and respect 
for human rights and the rule of law. We will also continue 
to strengthen the administrative and oversight capability of 
civilian security sector institutions, and the effectiveness  
of criminal justice.”

6.1
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According to donors and funding agencies, supporting security 
is essential to stemming human rights violations and promoting 
the rule of law. USAID’s programme for civilian law enforcement 
assistance to developing countries is informed by “democratic 
policing principles” that include respect for human dignity and  
the basic human rights of all persons.138 

Technology transfers in the field of security, at least the ones our  
research was able to identify, are particularly focused on achieving 
border security, which is perceived as a serious threat to security 
and development in developing countries. Proponents of border  
security technology – which includes the use of biometric 
registration schemes, automated gates and digitised entry and exit 
systems – argue that such technology, in addition to minimising 
illegal border flows, can improve mobility, efficiency and enable 
freedom of movement for legitimate travellers and migrants.

The potential

International development assistance designated for security 
and rule of law initiatives often takes the form of capacity 
building to law enforcement through Security Sector Reform  
 (SSR), judicial reform and disarmament, and demobilisation 
and reintegration (DDR) projects in the case of post-conflict 
countries. International organisations like INTERPOL,139 as well 
as mainstream aid and development agencies like the UK’s 
Department for International Development (DfID), provide 
guidance and training to officials for reasons including “[t]o 
improve the capability, accountability and responsiveness of 
the Police, and demonstrate its commitment to reform”.140 DfID 
provided £60 million in funding to a programme in the DRC 
on accountability in the police sector141 which was aimed at 
helping engagement with civil society and local communities 
and protecting human rights. A similar programme in South 
Sudan worth £20 million expects to see an increase in each 
 “citizen’s personal security, human rights protection and 
access to justice.”142 

6.2
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Increasingly, however, international assistance for security comes 
in the form of the transfer of new technologies. Border surveillance 
technologies are commonly supplied to developing countries 
by bilateral donors or funding organisations. The Bolivian 
government, for example, has received assistance from Cuba 
to establish a centralised biometric registry to check everyone 
entering Bolivia against a list of criminals and suspects.143 The 
World Bank is funding a Dutch company, Gemalto, to implement a 
digital visa and border management in Ghana.144 Under a project 
called West Sahel, the Spanish Guardia Civil is providing border 
control assistance to police and gendarmerie forces in Senegal, 
Mauritania, Mali, Niger, Cape Verde, Burkina Faso, and Guinea-
Bissau. The project has received €2.44 million, with 80 per cent of 
its funding coming from the EU145 and the remaining 20 per cent 
from the Guardia Civil. 

The US Government has provided a biometric border control 
system to the Maldives.146 From 2010 to 2012, the US Department 
of State and USAID collectively allocated US$203 million in  
assistance to the Caribbean Basin Security Initiative, a security  
assistance programme in the Bahamas, the Eastern Caribbean, 
Guyana, Jamaica, Suriname, Trinidad and Tobago, and the  
Dominican Republic.147 They have provided training on surveillance, 
investigation and interrogation techniques, as well as a polygraph 
operator training to Jamaica to develop a group of regional 
polygraph experts.148 

The International Organization for Migration (IOM) has provided 
programmes throughout West Africa to encourage the use of 
secure travel documents and has been involved in helping boost 
border infrastructure (border posts and entry-exit databases) in 
Mauritania, a key ‘transit’ country for migrants heading towards 
Europe. It is noteworthy that this IOM program has been partly 
funded by the 9th European Development Fund (EDF). Senegal 
has also installed, with help from the European Union, automated 
border gates at Dakar airport (which lie unused). 
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Since the massive maritime migration to the Canary Islands in  
2005/6, the EU’s border control infrastructure is also heavily 
present in West Africa, and the EU’s external borders agency 
FRONTEX is currently negotiating border control agreements with 
Senegal and Mauritania. These build on existing joint maritime 
border control measures put in place by FRONTEX and bilaterally 
between the Spanish Guardia Civil and local security forces.  
In addition to this, the EU’s development goals for the Sahel region  
specifically aim to improve citizens’ material livelihoods but 
explicitly identify low development as an incubator of state failure 
and transnational threats.

Finally, the Council of the European Union has established a 
civilian EU integrated border management assistance mission in 
Libya, costing €30.3 million over 12 months. It will be undertaken  
 “mainly through the transfer of know-how, not funds.”149 The EU  
is proud of its role in border management funding, claiming  
 “[t]he leading role of the EU in the field of support to border 
management is fully recognised by the international community.” 
While the emphasis is only border management, “human rights 
and links to the wider rule of law reform will also be part of the 
activities.”150 

In addition to border security technologies, donors are also 
channelling funds into supporting the establishment of criminal 
databases in developing countries. EuropeAid funds the ‘West 
Africa Police Information System’ alongside INTERPOL and  
the Economic Community of West African States (ECOWAS).  
The programme will support the construction of a criminal 
database, with plans to allow data-sharing amongst countries  
in Africa and possibly across all INTERPOL member states.  
It is starting with five pilot countries: Benin, Ghana, Niger, 
Mauritania, and Mali.151

A final, and growing, area of technology transfer is that related  
to communications surveillance technologies. The US government 
has played a considerable role in supporting the establishment 
of communications surveillance capabilities. Reportedly, the 
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The problems

Serious risks exist in supporting the transfer of security 
technologies to the developing world. Without strong legal 
frameworks and constitutional protections to forestall abuse, 
improving the power and capacity of law enforcement 
and intelligence agencies represents a threat to the most 
vulnerable people. In 2008, DfID was forced to pull funding 
out of one capacity-building project in Somalia because “the 
systems were not in place to ensure funding was spent in 
accordance with objectives and allegations were arising of 
human rights abuses and conflict by internationally trained 
police”.154 Where projects are jointly instituted, such as the 
INTERPOL/ECOWAS criminal database, confusion as to the 
applicable laws and regulations creates a ‘lowest common 
denominator’ situation that puts individual rights at risk. 

Political instability and corruption make new technologies 
vulnerable to misuse or misappropriation by repressive State 
actors or authoritarian elements. There is significant demand 
amongst such elements for surveillance capabilities.155 Surveillance 
systems available on the private market have been widely sought 
by non-democratic governments, including those of Sudan, 
Somalia, Tonga, Democratic Republic of the Congo, Zimbabwe 
and Egypt. 

The provision of security assistance may also compromise the 
independence of security forces and law enforcement. For 
example, by providing a costly border security system to the 
Maldives, the US government was potentially able to secure  
some de facto control of how that system is employed.156  

6.3
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Paraguayan government uses communications surveillance 
capabilities developed by US agencies for narcotics-related 
investigations in Paraguay for political purposes.152 The US 
military provided Iraq’s Interior Ministry with a nation-wide 
communications surveillance facility.153
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The former Immigration Controller and now State Defence 
Minister Ilyas Hussain Ibrahim was previously quoted as being 
concerned about the system, stating that US involvement in 
the border control system would allow the country to exert its 
influence on Maldivian affairs, providing “a door for American 
influence” by allowing the US to take control of the system and  
use it to locate foreign nationals whenever it wished.
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Development at the expense of 
human rights? The case for caution

The recent landmark UN report, ‘Humanitarianism in a 
Networked Age’, recommended that organisations should 
protect individuals through the adoption of “Do No Harm” 
standards for the ethical use of new forms of data, including 
protocols for protecting privacy, and develop frameworks to 
hold practitioners responsible for adherence to ethical and 
technical standards. 

It is the contention of this paper that a far more active approach 
is needed to ensure that the adoption of new technologies in 
development and humanitarian initiatives do not imperil, but rather 
promote, the human rights of those they purport to benefit.

The cases and examples presented in this report show that 
technologies are indeed a key component of modern development 
and humanitarian policies and programmes, and will continue to 
inform development policy as technologies improve and enable 
development actors to not only be more effective but also to 
monitor and assess their own effectiveness. With increased 
pressures on aid agencies to improve their monitoring and 
evaluations and to ensure the efficient disbursement of aid 
funds, there will be ever-increasing pressure to collect data and 
replace expensive human resources with cheaper technological 
solutions. Yet it is also clear from this review that increasingly the 
technologies and techniques adopted by bilateral donors and 
international funding agencies are often supporting surveillance 
and undermining individual liberties. They are achieving 
development at the cost of human rights, particularly the right  
to privacy and protection of personal information.

The technologies identified in this report not only facilitate 
surveillance far beyond that which would be acceptable and  
lawful in more developed countries, but they do so in contexts  

7.0
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in which adequate legal safeguards are all but absent. Introducing 
technologies to solve complex social problems in resource-poor 
environments without strong democratic institutions is thus an 
exercise fraught with new types of risks.

It is essential that the development and humanitarian community 
has informed and realistic debates about whether a technological 
system should be developed, and deployed in a particular context.  
This debate is not about being against technology. Technologies 
undoubtedly have the potential to dramatically improve the 
provision of development and humanitarian aid and to empower 
populations. The expectations that are placed on technologies to 
solve problems, however, need to be significantly circumscribed, 
and the potential negative implications of technologies considered. 
Biometric identification systems, for example, may assist in aid 
disbursement, but if they also wrongly exclude whole categories 
of people, then the objectives of the original development 
intervention have not been achieved. Border surveillance and 
communications surveillance systems may help a government 
improve national security, but are equally likely to enable the 
surveillance of human rights defenders, political, immigrants,  
and other groups.

Beyond an ethical debate about whether surveillance technologies 
should or should not be employed, there are extensive legal debates  
about the compatibility of such programmes with national, 
regional and international human rights instruments.157 Privacy is 
of course recognised at both the international and regional levels 
as a fundamental human right. The right to privacy is enshrined 
by the Universal Declaration of Human Rights (art. 12), the 
International Covenant on Civil and Political Rights (art. 17); the 
International Convention on the Protection of All Migrant Workers 
and Members of Their Families (art. 14); and the Convention on the 
Rights of the Child (art. 16). At a regional level privacy is protected 
by the African Charter on the Rights and Welfare of the Child  
 (art. 10), the American Convention on Human Rights (art. 11), and 
the Arab Charter on Human Rights (art. 17). The recently adopted 
Association of Southeast Asian Nations Human Rights Declaration 
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also explicitly applies the right to privacy to personal data  
 (art. 21). Many more countries have legislation providing for data  
protection: at last count there are at least 100 countries with  
data protection laws.

Importantly, the vast majority of developing countries also have 
explicit constitutional requirements to ensure that their policies 
and practices do not unnecessarily interfere with privacy. In fact, 
only five Medium and Low Human Development Index countries 
do not have explicit mentions of privacy in their constitutions  
 (Cameroon, Comoros, India, Indonesia, and Samoa). 

The benefits of development and humanitarian assistance can be 
delivered without surveillance. The choice between privacy and 
development creates a false dichotomy and spurs over-simplified 
arguments about the role of technology. The discussion reveals 
no nuance, no consideration of the values and priorities tied up 
in privacy and development, no reference to the potentials of 
technology or the changing nature of threats and security, and 
no indication of the other choices that exist. The challenge is to 
improve access to and understanding of technologies, ensure that 
policymakers and the laws they adopt respond to the challenges 
and potentialities of technology, and generate greater public 
debate to ensure that rights and freedoms are negotiated at a 
societal level. Technologies can be built to satisfy both objectives.

Even if privacy was deemed to be secondary to the building of  
effective, modern and secure States, and to the provision of basic  
aid, the moral question still arises: if the purpose of development  
is to empower those in developing countries to have access to  
the same rights and capabilities as those in the developed world,  
and if the transfer of knowledge and technology is essential to  
that, then why diminish those very same people by granting  
them lesser human rights protections? If privacy and the protection  
of personal information are essential as constitutional and  
human rights in developed societies, this must also be true in 
developing countries.
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